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FOREWORD

The Systems Manning Technical Area of the Army Research Institute (ARI) is
concerned with improving the relationship between soldiers and the equipment
they use. This report provides an evaluation of one particular set of proce-
dures, the HARDMAN (Hardware vs. Manpower) Comparability Methodology (HCM),
which is used by the Navy to estimate manpower, personnel, and training
requirements for proposed systems during the very early stages of system design
and development.

Like the Navy, the Army has been observing problems with the mismatch be-
tween advancing technology and decreasing availability of soldier skills. 1In
1980, ARI initiated an effort, i{n support of the Army-wide interest in the
system manning problem, to establish whether the Navy's HARDMAN me thodology
could be tailored for use on new Army Acquisitions. Recognizing that approxi-
mately seventy-five percent of the system acquisition cost is committed by
Phase II of the development cycle, the Army was also interested in determining
whether the technique could provide early, reasonably accurate, manpower, per-
sonnel, and training (MPT) estimates. Because it appeared that the HCM was the
most encompassing and mature of the available MPT models, ARI decided to per-
form test applications of this technique as well as a validation of the method-
ology. To date, the Army has funded four test applications: Corps Support
Weapon System (CSWS), Division Support Weapon System (DSWS), Remotely Piloted
Vehicle (RPV), and Single Channel Ground Airborne Radio System (SINCGARS).

The evaluation described in this document represents the first segment of
the Army's validation effort and draws on the results of three of the test
applications. The HARDMAN methodology has good near-term utility as a solution

to the Army's MPT dilemma.
EDGKR M. JOHNSO%W/

Technical Director
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EVALUATION OF THE HARDMAN (HARDWARE VS. MANPOWER) COMPARABILITY
METHODOLOGY

EXECUTIVE SUMMARY

Requirement:

To improve the Army's capability to project manpower, personnel, and
training (MPT) requirements for proposed weapon systems (NEW) by evaluating
the credibility and utility of the HARDMAN (Hardware vs. Manpower) Compara-
bility Methodology (HCM), a Navy methodology modified for use in an Army
)| environment.

Procedure:

Several different validity tests were employed to evaluate the meth-

) odology and form the basis for recommendations for improvement. These tests
included (1) a general examination of the basic logic and appropriateness of
the technique; (2) a reliability measure of how well other trained individ-
uals, given the same data inputs, can derive the same answers as an already-
completed test case; and (3) a qualitative accuracy check based on talking
to individuals who have already applied the same, or a similar, methodology.

% .

Findings:

HCM conforms well with both the Army's MPT users' needs and other ac-

: cepted manpower modeling techniques. Audits of three completed HARDMAN ap-

l plications reveal only a small number of potential problem areas. The re-
liability study results conform well with the problem areas uncovered through
the audits. The major problems discovered basically revolve around a need
to tighten up select judgmental sections of the methodology and to improve
those aspects of the technique used for making MPT cost estimates. Recom-
mendations for improving the methodology are provided.

Utilization of Findings:

The evaluation reveals that even with minor problems, the methodology SRS
is sound and has good near-term utility for the Army. Development of an {f::J
analyst guide is underway. Of equal importance is the initiation, by the |
Soldier Support Center, National Capital Region, of five analysis applications ST
to be executed in FY 85. These analyses will support on-going weapon devel- -
opment programs and contribute to the further refinement of the methodology. OO

T m T ’.u » '-"‘- . v P . CREP - et . .t . g - - - . - . - ST : - - ~ - -
LAt S L T T T A A S TP . AR T R T S U e S
. « ST B T T T ST IOV L N DT TR TRl YL AP R

R P e e el e . -
e o> - - ORI N PR I R I I I S Pt ORI - - R IR A -
PP N W I ‘ WS WD TP P e S R T P P -"4‘:“, P I B PR PP P P SR AP A A

DR I I
A Ba b g a s a




)

> e v Y e

e G e YR DAL A AP S St G S 2B by By Sy S, S04 e il e <pi Sl e bl S it And et e

R ST R

GLOSSARY

AOSP Army Occupational Survey Program

AR 570-2 Army Regulation for Manpower Authorization Criteria
AR 611-201 Army Regulation for Enlisted Career MOS Management Fields
ARI Army Research Institute for the Behavioral and Social Sciences
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EVALUATION OF THE HARDMAN (HARDWARE VS. MANPOWER)
COMPARABILITY METHODOLOGY

SECTION 1

INTRODUCTION AND SUMMARY

A, OBJECTIVES

The Jet Propulsion Laboratory (JPL), sponsored by the U.S. Army Re-
search Institute for the Behavioral and Social Sciences (ARI), was asked to
provide the Army with an objective, independent assessment of the validity
and reliability of the HARDMAN (Hardware vs. Manpower) Comparability Meth-
odology (HCM) for projecting manpower, personnel, and training (MPT) require-
ments. JPL was also asked to make recommendations for needed improvements
in the methodology that would ultimately help the Army implement an accurate
MPT system that could be applied early in the acquisition of new systems.

The following paragraphs discuss the background behind the Army man-
power and training issue, the major assumptions and constraints that estab-
lished the framework of the study, the evaluation approach and results, and
the overall structure of the document.

B. BACKGROUND

Over the past several years, the Army has recognized a critical man-
power situation revolving around the widening gap between increasing weapon
complexity and declining manpower availability. The problem of declining
manpower availability has been aggravated by the apparent decay of entrants'’
skill levels. In 1980, as part of an Armywide interest in improving the
manpower problem, ARI initiated an effort to determine whether the Navy's
HARDMAN methodology could be applied to Army systems. The Army was inter-
ested in determining whether an existing manpower, personnel, and training
projection technique could be modified to provide early, accurate inputs to
the acquisition process. The Army chose to examine the HCM (one of several
methodologies developed under the auspices of the Navy HARDMAN Office) be-
cause it was an integrated MPT technique and had already been used in sev-
eral Navy acquisition programs. The other Navy methodologies appeared to be
too narrow in scope or required input data not available under the Army's
existing data collection systems. Although these other systems have not
been ruled out for Army use, it seemed that in the near term, the HCM would
provi e the greatest payoff. The HCM involves the following six major steps:

(1) Establish a consolidated data base composed of functional de-
scriptions of the proposed and similar predecessor systems and
associated inputs, such as hardware reliability, personnel infor-
mation, costs, and training data. This information is used to
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support succeeding steps in the analysis. This step is essential
because the Army does not usually organize and store data in
effective structure to conduct human resource analysis.

Determine the manpower requirements and skills necessary to
operate and maintain the system.

Determine training requirements likely to be imposed by the
proposed system.

Determine personnel requirements (i.e., personnel flows that will
be necessary to support the manpower requirements).

Conduct an impact analysis to establish likely manpower and
training shortages and identify parts of the system that represent
high-cost drivers.

Perform a tradeoff analysis to alter features of the system (e.g.,
reliability or required skill levels) to reduce or eliminate
unreasonable demands.

Each of these steps involves several judgments pertaining to the
selection of comparable predecessor systems, the identification and assembly
of associated data on the predecessor systems, expected performance of the
proposed system as compared to predecessor systems, and required skills.
Additionally, gaps in the supporting data often exist at the conceptual design
stage. At these junctions, expert judgment is exercised to merge the various
pieces of information into a comprehensive, consistent picture to be used to
generate the personnel projections, The Army's concern is that these judgment
areas could act as major error sources in the manpower projection.
Consequently, JPL was asked to perform an objective evaluation of the
methodology to identify both strengths and weaknesses of the technique and
make recomendations, as appropriate.

C. ASSUMPTIONS AND CONSTRAINTS

One of the methodology validity tests involved a comparison of the user
needs against the proposed outcomes of the projection scheme., To establish
the user requirements, a detailed interview process was designed to use the
bank of experience already existing in the Army. The major assumption
involved with the user requirements effort centered on the user contacts.
Because the user contacts in the various Army commands were established via
the sponsor and recommendations from the users themselves, it was assumed that
the suggested sources were sufficiently experienced and knowledgeable in the
MPT arena so that their answers were representative of the respective commands

in general.

Even though the sample size was small, the consistency of the

responses suggested that the answers were a good representation of the Army as

a whole.
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Several limitations were imposed on the study. The size of the sample
user population was limited primarily by the available time to complete the
evaluation. Some of the users contacted were more informed or aware than
others about MPT processes or projection models such as the HCM. Therefore,
it was understood that some of their responses could reflect an already
established preference, depending on their knowledge of the various elements
present in the HCM or other MPT models. To circumvent this bias, the
questionnaire and interview technique employed in this evaluation focused on
getting the user to provide requirements for a "generic" MPT projection system
for the Army.

It should be noted that the user requirements determined by this study
reflect the needs of a present or near-future MPT system. Any changes to this
environment could result in additional or different requirements (e.g.,
implementation of Integrated System Support (ISS)). Therefore, it is
important that the Army consider periodic reevaluation of its MPT requirements
to ensure that any in-place MPT system remains responsive to the needs of the
various MPT players.

Although it was originally planned to do a thorough validity and
reliability evaluation of the methodology, internal time and budget limita-
tions resulted in the sponsor opting to defer (1) the accuracy check on the
MPT methodology, (2) the life-cycle cost (LCC) and methodology sensitivity
analysis, and (3) the quantitative accuracy check on the methodology input
data (e.g., reliability and maintainability data). Finally, other duty
commitments required that the internal validity experiment be simplified so
that the Army participants could finish the replication within a maximum
three-week time frame.

D. SUMMARY OF EVALUATION APPROACH AND RESULTS OF ANALYSIS

The preceding discussion outlined the various steps and judgments
necessary to exercise the HCM. Because of the breadth and complexity of MPT
issues covered by the technique, a multifaceted evaluation was structured to
examine potential validity aspects. The validity aspects, evaluation
approach, and study results are summarized in the following paragraphs.

1. Evaluation Approach

As stated earlier in this section, time and budget constraints
limited the original scope of the study. Validity measures related to testing
model accuracy were deferred to the next study phase. However, within the
imposed constraints several other validity tests were conducted. Face
validity, a measure of whether the model appears logical and reasonable, was
the first aspect investigated. Although not a rigorous credibility test, a
face-validity study does afford some insights into the general utility of the
model, potential error sources, data availability problems, logic foundation,
and possible ambiguities in logic structure or results. The approach for
performing the face-validity examination was fourfold. First, a user
requirements study was performed to establish the Army's needs within the MPT
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community. A total of nine distinct user groups (thirteen individuals) were

interviewed in person to establish user MPT needs in areas, ranging from the

: basic design of the MPT projection system to the kinds of information desired

' . from the system outputs. A basic utility test was then performed by comparing
each user requirement against the same respective element in the HCM. Second,

existing DOD and Army directives were examined to see whether there were any

; established, accepted MPT techniques presently in use that could be used to

R confirm the general logic structure and data foundation. Third, a larger

5! literature search was conducted, encompassing other government agencies and

. the private sector. Again, the object was to develop a firm basis for

.. evaluating the logic and data support structures of the HCM, as well as

examining potential sources for error. Last, detailed audits were conducted

on three applications of the methodology. Independent analysts attempted to

replicate major empirical and judgmental steps in each application with the

. intent of examining overall logic, potential sources of errors, data

I manipulation or availability problems, and ambiguities in how the projections

) were derived and interpreted.

Another test, internal reliability, was employed to get an understanding
- of the ability of others to successfully apply the technique and obtain
X consistent answers, An internal validity test is essentially a measure of the
variance in model outputs when a group of independent analysts replicate an
already completed application given the same ipputs. Ultimately, the
objective is to establish the clarity and succinctness of the model, as well
as the ability to have any reasonably trained individual perform the process
reliably. An actual Army system was selected for the internal validity test.
A group of seven individuals (four civilians and three Army officers) were
initially trained in the execution of the HCM and then provided with data
packages that allowed them to conduct a "limited" manpower and personnel
assessment on the proposed system (i.e., because of other duty commitments and
resultant time restrictions, only four major components of the system were
studied).

It was decided that an attempt should be made to examine model accuracy
. from at least a qualitative standpoint. To this end, several individuals in
- both the Air Force and Navy, who had experience with applications of the same
[~ (or similar) MPT model, were contacted for information pertaining to any tests
< or actual comparative field data that might indicate the relative accuracy of
i the methodology.

Finally, the last validity aspect examined was an event-series test.
Event-series validity is basically a measure of how accurately a simulation
must reproduce a real-world event. A top-level, life-cycle, cost-sensitivity
analysis, keying on the manpower variable, was employed as the tool to achieve
this measure. The required accuracy of the manpower variable was determined
by performing iterations of the life-cycle cost projection (using an example
. . acquisition) until all other dependent variables, manning, and total
. life-cycle cost fell within prescribed error bounds. This measure was
o particularly important for obtaining a further understanding of the model
- usefulness as a decision making tool.
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. Throughout all of these validity exercises several strengths and parallel
y problem areas surfaced. The complete results of the evaluation are summarized
in the following discussion.

-+

‘ 2, Summary of Results

Table 1-1 provides an overall summary of the study results. Each
of the above evaluation areas is discussed briefly in the following paragraphs.

o 'EENRSS L F S

Table 1-1. Net Results of HARDMAN Evaluation

. Evaluation Areas Net Results

User Requirements Technique complied with majority of mandatory
user requirements

Operational Analysis

Comparison with Methodology conformed with other known, accepted
other MPT methods MPT modeling schemes, and data foundations
Audits Methodology demonstrated sound logic and

reasonable results for 85X of test issues
examined (remaining issues considered reparable
in near term)

Reliability Analysis
Internal reliability Test group correctly replicated half of selected
test points (two of the four remaining test
points found to be repeatable after clarification)

Qualitative Two of nine individuals having experience with

Accuracy Check HARDMAN applications indicated a rough accuracy
of 80-90Z with actual manning requirements;
remaining individuals had insufficient experience ARRE
to comment S

Event Series Validity Manpower variable found to be least sensitive of RS
all life-cycle cost variables, demonstrating good R
utility of existing methodology even without g n
suggested near-term improvements RN
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a. User Requirements Analysis. The user requirements analysis
generated a total of twenty-two mandatory MPT system requirements. Thirteen
of the mandatory requirements applied to system outputs, and the remaining
nine requirements were related to system design. An additional four require-
ments were given lower priority by the users and were therefore listed as
"desirable." The major thrust of the user needs revolved around the key design
drivers of affordability, supportability, and sustainability. By comparison,
it was found that the HCM complied with seventeen of the twenty-two mandatory
requirements. The areas of noncompliance were as follows:

(1) Not indicating the accuracy of the MPT projection system to aid
budget control and program-level decisions.

(2) Not including demographic data such as age, sex, size, etc., as
part of the man-machine matching and support process.

(3) Not considering the demands of other acquisitions on the available
manpower pool (i.e., the HCM still focuses primarily on the
individual equipment system).

(4) Not performing a complete life~cycle cost tradeoff analysis (i.e.,
the HCM focuses only on MPT costs).

(5) Not indicating weaknesses in the MPT analysis along with
respective resolution actions.

Overall, it seems that the HCM is reasonably responsive to the Army's
needs.

b. Operational Analysis. The literature search and audit
aspects of the face validity study were jointly conducted under the
operational analysis portion of the evaluation. This portion of the overall
study was broadly termed "operational analysis" because the ensuing
investigation required a rigorous exercising of the HCM. The review and
comparison of related DOD and Army directives provided three major findings:
(1) DOD system acquisition guidelines stated a requirement to consider MPT in
the design process but did not appear to afford a means of projecting MPT
requirements; (2) the Army Manpower Authorization, Criteria (MACRIT) guide did
provide a simple manpower projection algorithm; and (3) the HCM appeared to be
designed around the MACRIT manpower algorithm, with its outputs generally
organized to conform with broader DOD acquisition directives. These insights,
although serving as good initial data points, only addressed a fraction of the
total methodology. The follow-up government and private-sector literature
searches were far more intensive. Nineteen other MPT models and papers,
encompassing all aspects of the HCM, were studied. Generally, it was
discovered that the other modeling approaches were reasonably equivalent in
their assumptions, algorithms, and data inputs. In one area, the personnel
pipeline projection, the HCM approach was found to be stronger because it
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employed a modeling technique that reduced the need for difficult~to-obtain
data such as present and future manpower availabilities. On the negative side,
it seemed that there were four distinct areas where potential inaccuracies
could be interjected: (1) The use of the MACRIT manpower algorithm could
result in early or late life-cycle manpower projection errors unless system
deployment and phase-out rates are considered; (2) non-consideration of major
socio—economic factors such as the draft, economy, change in federal govern-
ment administrations, or massive military reorganizations could influence the
attrition and retention characteristics of personmel career paths; (3) the
non-use of some type of long-term manpower availability projection to indicate
shortages at the time of system deployment could result in sizeable personnel
errors; and (4) the lack of a complete life-cycle cost model could prevent the
full range of potential cost and system design tradeoffs from being provided
to the decision makers.

The last aspect of the face-validity analysis, the audits, revealed that
the model successfully passed eighty-five percent of the test issues examined.
The remaining potential problem areas discovered were (1) the lack of a
structured process of selecting, adjusting, and manipulating the source data
could sizeably affect the accuracy and credibility of the projections; (2) the
use of a single reference system (composed of similar predecessor components)
to model several widely varying proposed designs could also affect the
accuracy and credibility of the results; (3) the absence of an adjustment to
the complete predecessor historical data to consider the design improvements
of the proposed system means that it would not be feasible to make a valid
comparison between real world performance and the often overly-optimistic
projection of the contractor; (4) the lack of a structured process for
approximating the value of peculiar design changes or induced human error as
related to component failure rates presents a means of interjecting computa-~
tional mistakes &s well as reducing both the audit and usability capacities of
the method; (5) the absence of indicators for data quality and projection
accuracy could affect the credibility and usefulness of the results; and (6)
the complexity of the technique requires the use of a well-seasoned, multi-
disciplinary team which, in turn, could impact the ability of others to apply
the method.

c. Reliability Analysis. The last parts of evaluation, the
internal and event-series validity tests and qualitative accuracy check, were
performed under the reliabiity analysis. This was done because all of these
validity aspects related to both the internal and external reliability of the
process. The results of the internal validity check were closely aligned with
the audit findings. As a whole, the test group discovered that, given the
same inputs, it could not replicate the original SINCGARS results. Although
all of the study group seemed to understand roughly half of the early steps in
the process reasonably well, they had problems with (1) developing a reference
system that jointly met the functional requirements and was representative of
the two widely varying contractor designs; (2) not understanding the thought
process for determining impacts of design differences, and how and when to
perturb historical predecessor data to model components of the proposed
system; and (3) not comprehending the exact process of matching or selecting
skills. After items (1) and (3) were clarified, the study group had a fairly
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good grasp of the majority of the early steps in the process. The test
subjects uniformly agreed that none of them singularly had enough training or
educational background to exercise the complete methodology with any
confidence.

The major finding in the event-series validity study was that the MPT
projections could easily vary by plus or minus fifteen percent without causing
major problems at the upper DOD budget and cost control management levels.
Component usage rate was found to have the greatest influence on causing
unacceptable errors in manpower projections. Although it was jointly dis=~
covered that there is still not sufficient historical experience to make a
firm qualitative accuracy judgment on the process, the low sensitivity finding
on the manpower variable was a promising indicator of the utility of the model
even with its minor drawbacks.

d. Conclusions and Recommendations. In conclusion, it was felt
that, overall, the HCM appeared to be reasonably sound. The flaws discovered
did not appear to be irreparable. The major near-term recommendations
suggested to tighten up the problem areas were as follows: (1) Establish
subjective criteria for rating the quality of various data sources; (2)
provide an indication of the credibility of the projections; (3) establish a
top-level method for comparing the technology of the reference and proposed
systems on an equal basis; (4) establish solid guidelines and information
sources for building reference systems and consider the use of two reference
systems to model two widely varying contractor-proposed designs; (5) firm up
guidelines for the functional requirements level of indenture; (6) provide a
better structure for MOS and skill selection; (7) periodically update manpower
projections (every two to four years) over a system's life cycle to offset
possible end-point errors; (8) provide a more structured tradeoff process; and
(9) standardize the assessment of study weaknesses and resolution actions.

The intermediate term (two years from the present) priorities were
(1) project manpower availability out to the actual system deployment date;
(2) incorporate a more complete life cycle cost tradeoff analysis; (3) firm up
ranges for perturbation values, induced failures, and indirect productivity
factors.

Far-term recommendations (for the three- to five-year time frame
following the present) included (1) consideration of other emerging system
manpower demands; (2) development of a quantitative means to differentiate
between critical and non-critical tasks; (3) expansion of the demographic data
base; and (4) consideration of major socioeconomic fluctuations. Potential
solutions for all of the preceding recommendations were also provided.

In addition to these recommendations, it was also suggested that, based
on the audit and reliability findings, future HARDMAN training programs solicit
a multidisciplinary team of individuals with backgrounds in the military,
engineering, information systems and data management, and personnel. Further,
combinations of two of more of these disciplines in each individual as part of
the overall multidisciplinary team seem to form the best foundation for accu-
rately exercising the methodology.
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E. STRUCTURE OF DOCUMENT

This document is structured so that a brief history of both the HARDMAN
effort and Army involvement in HARDMAN is provided first in Section II as a
basis for the study. Section III discusses the overall design of the analysis
and broadly explains the purpose and content of the various validity studies.
Sections 1V through VI provide the detailed results of the methodology evalua-
tion in the major areas of user requirements, face validity (operational
analysis), and reliability (internal and event-series validity). Finally,
Section VII discusses the implications of the results and provides the overall
assessment of the technique with recommendations.
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SECTION II e

HARDMAN BACKGROUND

A. OVERVIEW

The previous section provided a brief summary of the evaluation approach
and results. As stated earlier in Section I, the Army has been concerned
about the widening gap between growing technology and decreasing availability
of needed skills. Manpower guidelines already exist through DOD documents
such as the 5000 series and Military Standard (MIL-STD) 1388. These documents,
which establish acquisition and support procedures for new systems, address
the requirement to have a proper man-machine balance but do not specify
techniques to accomplish the balance. Given the ever-widening technology and
skills gap, the Army has been pressed to develop clear, accurate manpower
projection techniques to fill the void in existing DOD acquisition guidelines.
The following paragraphs provide a brief summary of the history and progression
of events leading up to the Army's decision to develop an appropriate MPT pro-
jection system.

B. HARDMAN HISTORY

The weapon system acquisition process has evolved over a long period of
time. The overall system acquisition strategy suggests that the number of
competing alternatives should be narrowed by eliminating those concepts no
longer considered viable as a function of four major measures (1,2): (1) the
ability of a design to meet the proposed mission; (2) the compatibility of the
design with the anticipated threat; (3) a comparison of each concept with
operational requirements; and (4) a comparison of each design's threshold
values (i.e., cost, performance, readiness, and supportability impacts).
These measures are employed throughout the system development process. The
development process consists of four phases containing three major milestones
or acquisition decision points (2):

(1) Phase I  (Milestone 1) -~ Concept development.

(2) Phase IT (Milestone II) ~ Concept demonstration and
validation.

(3) Phase 111 (Milestone II1)~ System development.

(4) Phase 1V -~ System production
and deployment.

At the end of each phase or milestone, a go/no-go decision is made by
the Army System Acquisition Review Council (ASARC) and Defense System Acquisi-
tion Review Council (DSARC) as to whether to proceed to the next milestone
(1,2). A key consideration in all of the preceding measures and subsequent
decision points is the integration of manpower, personnel, and training (MPT)
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into new designs. Recent studies (3, 4) by some of the services (i.e., Air
Force and Navy) indicate that operations and support costs can consume from 40
to 502 of the total life-cycle cost of a weapon system. Additionally, the
manpower component of the support portion of life-cycle cost can consume as
much as 60%. These studies underline the growing importance of MPT.

Although the Air Force was the first service to develop a major thrust
to resolve the MPT dilemma, the actual formalization of the HARDMAN concept,
as presently defined, started with the creation of Navy's HARDMAN Development
. Office in 1977 (5). The Navy's HARDMAN effort was initiated partially because
5 of studies similar to References 3 and 4 and to the fact that present DOD
directives do not adequately define methods for projecting MPT requirements
[ for new acquisitions. The first Navy HARDMAN study, initiated in 1975, was
HI funded by the Chief of Naval Operations (CNO) Studies and Analysis Program.

This study established that (1) systems were being designed without adequate
attention given to MPT costs and (2) logistics support planning (and in
particular MPT) for new acquisitions was inadequate. The CNO study outlined
the following solutions:

(1) Develop analytical tools and methods for MPT to influence the
weapon system acquisition process.

(2) Develop an MPT information system.

(3) Revise existing directives governing the acquisition process to be
more sensitive to MPT.

As a result of the CNO study and some aggressive management, the Navy
established the HARDMAN office and set about developing a modeling system
composed of four linked components consistent with the aforementioned CNO
guidelines and tailored to the various design phases.

The linked modeling system, which is the present HARDMAN design,
basically consisted of the following:

(1) A manpower projection model.
(2) A training resource assessment.

(3) A life-cycle cost analysis,

(4) A HARDMAN information system.

The manpower projection link of the system (HCM) was designed by

9 Dynamics Research Corporation (DRC) and was developed around the concept of

g using information from cimilar predecessor technology as a basis for manpower

. ' projections (6). Drawing on an extensive historical data base as well as the
new design inputs, the manpower for the proposed system is estimated by
altering the historical data as a function of the peculiar design improvements
and fitting these results into a simple manpower equation consisting

B principally of total workload manhours and total systems to be procured. The

- HCM proceeds to establish required skills, training, MP costs, and potential

personnel shortages through the remaining steps in the methodology. MPT

estimates are then refined as the input data matures through subsequent design

stages.
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The PACER Corporation developed the training resource link (HTRRDM),
designed to provide a checklist and straightforward algorithms for defining
elements such as training sites, instructors, instructional devices, course
material, and training costs (7).

The life-cycle cost link of the HARDMAN system (HLCCM) was developed by
rthe Assessment Group firm and designed in two levels of detail to be com—
mensurate with the different stages of design development. Drawing on standard
life-cycle cost algorithms, a skill-cost model, and designer inputs, the tech-
nique provides both the total-system, life~cycle cost and the ability to
quickly perform life-cycle cost tradeoffs between various logistic elements (8).

The last system link, the HARDMAN Information System (HIS), was designed
by Ackman Associates. Although not completed, the HIS is structured to be the
repository for all predecessor system MPT and life-cycle cost data as well as
data for new potential acquisitionms.

The Navy effort has considerable value for several reasons. Most
important is the clear demonstration of the necessity to bond MPT securely
with the acquisition community. Another clear value of the Navy's effort
revolves around the many manpower models developed by DOD and the various
services over the past several years. These models generally have only
addressed select aspects of the MPT problem such as manpower flows in and out
of various skill areas or total manpower requirements. The Navy's thrust has
been to develop a total MPT system, which extends beyond these smaller
studies. Additionally, the Navy's program has produced a large bank of
experience and MPT tools.

C. ARMY INVOLVEMENT IN HARDMAN

Like the Navy, the Army has been observing similar problems with the
mismatch between advancing technology and decreasing availability of skills.
In 1980, the Army Research Institute (ARI) initiated an effort, in support of
the Army-wide interest in the system manning problem, to establish whether the
Navy HARDMAN effort could be tailored for use on new Army acquisitions.
Recognizing that approximately seventy five percent of the system acquisition
cost is committed by Phase I1 of the development cycle, the Army was also
interested in determining whether the technique could provide early,
reasonably accurate MPT estimates. As indicated in the preceding section,
there was considerable overlap between the comparability, training, and
costing links. Because it appeared that the HCM was the most encompassing and
mature of the MPT models, ARI decided to perform some test applications of
this technique as well as a validation of the methodology. To date, the Army
has funded four test applications: Corps Support Weapon System (CSWS),
Division Support Weapon System (DSWS), Remotely Piloted Vehicle (RPV), and
Single Channel Ground Airborne Radio System (SINCGARS). The study performed
T in this document represents the first segment of the Army's validation effort
and draws on the results of three of the test applications. The HCM presently
represents a possible near-term solution to the Army’'s MPT dilemma.
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D. DESCRIPTION AND INTENDED USE OF THE ARMY HARDMAN SYSTEM
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The Army HARDMAN system is presently emphasizing only the HCM. The
technique consists of six major steps as shown in Figure 2-1 (6). Step 1,
Establish Consolidated Data Base, includes the development of functional
descriptions of the alternate systems and the collection of the input data
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(hardware, personnel, training, and cost) needed to support the succeeding ;{i
analyses. Step 2, Determine Manpower Requirements, refers to the process of g
identifying the number and skills of soldiers necessary to operate and e
maintain the system. Step 3, Determine Training Requirements, is done in

'.d..-
b

parallel with Step 4 and requires the specification of the numbers and types
of instructors, courses, wedia, and training devices, etc., which are
necessary to accommodate the new equipment. Step 4, Determine Personnel
Requirements, addresses the activity of identifying the peculiar occupational
speciality requirements. Step 5, Conduct Impact Analysis, focuses on the Ay
activity of comparing assessed demands (from Steps 2-4) and available supplies o
and notes unreasonable resource demands in terms of both manpower and training -
costs and personnel. Step 6, Tradeoff Analysis, refers to the activity of 8
altering features of the system and repeating Steps 1 through 5 to reduce or e
eliminate unreasonable demands. o

Within each step there are several judgments required that are basically
satisfied by using experience from the new system designers or a group of
outside experts (6). For example, in Step 1, the evaluator(s) is required to
interpret documents and use personal judgment in establishing the functional
requirements for the new system and in selecting similar predecessor
components that most closely meet these requirements. In Step 2, generic
kinds of tasks wust be defined and assigned to the various echelons of
maintenance (i.e., organizational level in the field and intermediate level
removed from the field). Step 2 also requires the evaluator(s) to make
educated guesses as to the split between inherent versus induced component
failures, design differences, selection and assignment of skills for the
various tasks, and probable system and component usage rates. In Step 3, the
analyzer must decide which kinds of predecessor training resources are
applicable to the proposed system and, where no training scenario exists,
generate new training resource requirements. Steps 4 and 5 involve judgments
about the movement and availability of people both within various skills and
. the Army as a whole and also require the development of options to offset high
K demands. Step 6 does not require any major judgments other than a selection
o of different operating, reliability, or manning scenarios that represent a
s modified system designed to offset high manpower demands or costs.

In reviewing the Army MPT problem outlined earlier in this section, it
; appears that a technique such as the HCM could certainly contribute to
r resolving most of the man-machine mismatches with new acquisitions.
Ultimately, it is the Army's primary intent to use the results of such an
approach to influence the ASARC, DSARC, and system program management
communities to be more supportive of the MPT portion of system—integrated
logistics support. At a secondary level, it is also the Army's desire to
examine techniques such as the HCM with the intent of determining the

f feasibility of enhancing and managing its own MPT system. For both the ASARC
13 -
=" ."‘.""‘-" PO \-'.;-",.':'.- ~t ‘l:gig:_“::‘.:‘:.-: 1 ;.:;'-:.;:::1.:_-'_;_1.‘_1.;‘ - N ;'_ e o R X X N ‘_~ e :_‘ - ; e



AN Y Y I I e e T NIy o T

[SLIFANAL SR o S A ik oA 4 ariuil A G g B I w5 2

T

Al S S LW )

-
-
-
)
03

\\\\.. RN
e .WM.M s
LAA AR e

\._ -.L.

lb—\.-b

A30TOpPOYIaN NVWAYVH 243 Jo uor3edy(ddy uy sdais

SISATVNV
J403qvidl
wioadid

*1-7 2an314

9 diLs

SINAWIYINDTY
TINNOSYAd
ANIWYILAd

-. ..-- -\”H
'y e %e 2 s

....-..-

7 d41S

SINIWNININDIY
ONINIVYL
9
TANNOSHId
“YAMOINVR
S110S Y
SISATVNY
19Vdu1
190aNod
¢ d3Ls
a

SINIWININDIA
I2UNOS AN
ONINIWVIL

ANIWYILId

SINAWIVINDANY
HIMOdNVKH
ANITWYILIA

3sve viva
Q31vaIToSNQD
HS114V1Ss3

T 43ls

1 4318

¢ d3als

14

. ."‘..' '\' "

5 e

'
.

LRl
v

-
o
... v.

ke s

LAt




T AL IR W SR R LR s U8 Y T TN PN LT

e
x|

~
(Y
LY
n

P. »
W
<

E:

k)

3T
R

»

decision and internal MPT management objectives it is important that the Army
establish a credible MPT projection scheme. It then follows that any
anticipated MPT projection techniques be validated before being approved for

. Army-wide use. The following section describes the structure for the -HCM
validity evaluation and sets the foundation for the final results provided
later in the report.
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SECTION III

STRUCTURE OF HARDMAN ANALYSIS

A. OVERVIEW

The previous section described how important it is for the Army to
develop a credible, comprehensive MPT system. There are several different
kinds of validity tests to consider when establishing the true credibility of
a modeling technique. For example, some kinds of mathematical models may obey
other already proven algorithmic or empirical relationships. Validating
techniques using this method is rather simple. However, the problem becomes
more difficult when a proposed simulation is projecting the future based on
experiential judgment and scant, or non—-existent, historical evidence. As
shown in Section II, the proposed Army MPT methodology not only fits this
description but is further complicated by the need to draw on a considerable
amount of data and data sources. In situations such as this there are several
different kinds of validity tests that can be employed to test "first-time"
models. In this section the various kinds of validity tests are first
described, followed by a detailed discussion of the structure of each portion
of the evaluation in the context of the validity tests.

B. VALIDITY TESTING

The two important outcomes of testing the validity of a simulation or
projection are the degree of credibility of the model and results, and the
respective usefulness of the results. The credibility of a projection
methodology revolves around several operations research-type measures. Two
very important validity measures are as follows:

(1) Variable parameter validity ~ a measure of how well the simulation
parameters compare with their respective counterparts in the real,
or observable, world; and whether the parameters, when varied over
an expected range, effect the results in the direction of known
historical data.

(2) Hypothesis validity - a measure of how well various relationships
within the model and its outcomes correspond with the real world.

Both of these validity measures fit under generic tests of "model
accuracy." As stated earlier in Section I-B, the detailed accuracy
examination has been postponed to a later phase.

Within the constraints of this study, the following validity tests were
exercised:

Cai o

(1) Face validity - a general indication of whether the model is
logical, credible, and the results reasonably based on the inputs.
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This indication can be obtained by talking to individuals
experienced with the same, or similar, models; comparing the
structure of the model to other established simulations; or
tracing and evaluating test case results for reasonablenéss.

(2) Internal reliability - a measure of the variance in model outputs
when replicated by a group of independent assessors given the same
inputs.

(3) Event series validity - It is understood that inherent within the
design of any model is the inability to duplicate exactly the real
world. Event series validity is a measure of how accurately the
simulation must reproduce real-world events. This test is
extremely important because it relates to both the credibility and
utility of the results as viewed by the people using the outputs
for their decision process (i.e., the ASARC and Program Managers).

In the following paragraphs, the various analytic procedures employed in
evaluating the Army MPT methodology are discussed in terms of the preceding
validity tests.

c. USER REQUIREMENTS ANALYSIS

One of the more obvious tests of face validity is a straightforward,
initial comparison of the user needs against the outputs of the model. By
querying knowledgeable individuals in the Army MPT arena for problems, and
their respective needs to resolve those problems, it was possible to evaluate
whether the proposed methodology could illuminate the key personnel issues.
The effort designed to establish the relevance of the HCM MPT system to the
Army's needs was fourfold:

(1) Establish a list of experienced, interested individuals from the
Army MPT community and attempt to draw on individuals from as many
participating commands as possible to estgblish a broad user base.

(2) Design a comprehensive set of questions to probe both major MPT
problem areas and needed solutions and/or tools to resolve
! personnel issues.

(3) Obtain answers to these questions via personal interviews with
each individual.

- (4) Compare the results against the applicable portions of the
1 methodology to establish whether HARDMAN is reasonably responsive
to the stated issues.

Each step in the above user analysis, along with both the user require-
ments and relevance results, is discussed in greater detail in Section IV.
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As a continuation of the face-validity evaluation, it is also useful to AN

- examine applications of the methodology as a means of establishing credibility. e

‘Q.n-

In this study the examination encompasses both actual test cases and comparison
with other accepted or proven MPT projection techniques. The structure and
results of both of the aforementioned examinations are provided in greater
detail later in Section V. However, as a basis for the outcomes provided in
Section V, it is important to note that the results afforded insight into
several credibility issues. First, the results provided information on how
rational the model was. For example, the test-case audits were established to
examine the consistency and reasonableness of the results relative to the
inputs. Similarly, by comparing the technique against other accepted models,
it was possible to see whether the basic assumptions and logic structure
appeared sound. Secound, the audit results provided useful information on the
complexity, and subsequent utility, of the model. Third, the audits provided
an understanding of whether the model logic and interpretation of the
projections were perhaps ambiguous or masked, due to model over-complexity.
Fourth, the audits indicated the presence and relative occurrence of error
sources in the methodology. Last, the use of both test cases and comparisons
with other MPT models highlighted potential problems in input data quality and
availability.

E. RELIABILITY ANALYSIS

An examination of the "reliability" or accuracy of the methodology and
its projections was the original intent of this portion of the evaluationm.
Although it was possible to retain part of the original reliability analysis
scope, time and funding constraints required the actual accuracy effort to be
postponed until the next evaluation phase. The portions retained for this
part of the evaluation address the issues of internal reliability, a pre-
cursory accuracy examination using the experience of individuals who have
already applied the HCM, or a similar methodology, and event-series validity.

- For the internal reliability test, it was decided to use one of the Army
- test cases (i.e., SINCGARS) and design a controlled experiment to establish

- whether a group of individuals, initially trained to use the methodology,

y could both replicate the original answers and demonstrate a low variance in

[: answers among themselves. A group of seven individuals (four civilians and
three career Army personnel) of varying backgrounds were selected for the
i experiment. Given the small sample size (primarily due to restrictions in

available people, time, and budget) it was decided to dispense with detailed
statistical comparisons and simply establish general conclusions about the

- repeatability and consistency of the results. The replication was also used
4 to develop a list of critical factors that have major impacts on the MPT
projections.

To round out the accuracy examination within the constraints of the
study, it was also decided to perform a qualitative accuracy check, using past
E Air Force and Navy experience with the same type of methodology.
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As stated earlier, the event-series validity test is extremely important ;*?ﬂ

for determining the required accuracy of a model and, subsequently, the bi}
utility of a new simulation. To obtain an estimate for the required accuracy Eﬁuj

. of the HCM, a simple top-down cost sensitivity analysis was employed to ey
establish the allowable variance in the manpower projection, as constrained by k',T

other life-cycle cost elements and an allowable error band around the total ?}}Q
life-cycle cost projection. This estimate of the allowable variance in the N
manpower projection was performed for an example acquisition, using actual 5-:?

e

Army weapon system data (i.e., the SINCGARS system). Once the level of
accuracy was established, it was possible to formulate corrective actions (for
the various problem areas revealed through the face-validity and internal
reliability investigations) commensurate with a greater or lesser need for
accuracy. It was for this reason that the sensitivity test was reserved for
the end of the evaluation. The complete details of the internal validity and
accuracy studies are provided in Section VI.
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SECTION 1V

USER REQUIREMENTS ANALYSIS

A. OVERVIEW

As a part of the approach developed to determine the face validity of
the HCM MPT projection model, an MPT user requirements study was conducted.
This analysis included a definition and documentation of Army user require-
ments for a manpower, personnel, and training (MPT) prediction model. Sub-
sequently, the user requirements were compared with the capabilities of the
HCM to determine the degree to which the technique conformed with the needs of
intermediate as well as end users of MPT information. The users included
those who currently develop the MPT information as well as those who primarily
use the information (Table 4~1). The details of the requirements analysis are
provided in the following paragraphs.

B. APPROACH

This study focused on exploring Army user requirements for a 'generic"
MPT methodology that would serve as comparison against an existing MPT pro-
jection technique for the Army's Integrated Logistic Support (ILS) process.
The user requirements provided a useful measure for determining the extent to
which the HARDMAN model fulfilled the Army's stated requirements. As stated
earlier in Section III-D and III-E, detailed audits and a test case replica-
tion were also conducted to assess face validity and internal reliability.
The additional familiarization with the HCM technique achieved through these
parallel analyses augmented the comparison of the user requirements with the
methodology.

The basic approach, outlined in the preceding discussion, is explained
in greater detail in the following paragraphs:

1. Selection of Individuals

The Interim Report for Manpower and Personnel Requirements
Determination Methodologies (MANPERS) states that "the three principal
organizations responsible for the research, development, and deployment policy
of a system under development are DARCOM -~ the materiel developer; TRADOC -
the training and doctrine (i.e., combat) developer; and HQDA - the force
modernization planner. With the exception of the "industry" user, all of the
users interviewed in this study were from these three organizations in the
Army. These commands were also confirmed by the sponsoring agencies (Army
Research Institute (ARI) and the Soldier Support Center (SSC)), as key actors

in the Army's MPT process.

A predominance of users were from the TRADOC community. This is a
reflection of the fact that "front end analysis,” such as MPT projections,
done pricr to Phase 1 in the systems acquisition process, is largely a TRADOC
responsibility. TRADOC has the lead in ILS management prior to the appoint-
ment of a DARCOM Project Manager at Milestone I.
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Table 4-1. User Groups/Representatives Interviewed

Number of
Users Interviews
ILS Managers (DARCOM) 2
Soldier Support Center/SSC-NCR (TRADOC) 3
Logistics Center/LOGCEN (TRADOC) 1
Deputy Chief of Staff, Combat Development/DCSCD (TRADOC) 1
Deputy Chief of Staff, Training/DCST (TRADOC) 2
Special Study Group-TRADOC Systems MGR/SSG-TSM (TRADOC) 1
Logistics Evaluation Agency~DCSLOG/LEA 1
DCSPER 1
Industry (based on results of survey) 1
Total User Groups: 9 Total Respondents?: 13

3ygers listed were selected on the basis of their role/function in the MPT
process. All users contacted participated.

Inputs from the SSC-NCR-II (TRADOC) and industry users were not gathered
from actual interviews. The information needed from these users was not
obtainable within the allocated time frame for the study and was, th:refore,
extracted from documents that adequately portrayed their respective user needs
for an MPT projection model. One document was a memorandum about requirements
for an MPT model (9) and the other was an industry survey conducted by the
Soldier Support Center to determine industry requirements for MPT information
in developing proposals (10).

2. Questionnaire Design

The questionnaire was designed as a discussion guide to identify
user requirements. Some questions addressed user requirements directly by
identifying the specific MPT information input they require to fulfill their
responsibilities for the Army MPT process. Other requirements directly
addressed were imbedded in questions concerning the user's interpretations of
the timing and interfaces required by the process. Through interface and
timing questions, an understanding was developed about when critical MPT
information is needed and about the relationships between principal organiza-
tional players, so that it could be determined if the design or structuring of
an MPT projection system would be sensitive to these relationships. Another
direct way of focusing on user requirements was to ask respondents for
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suggestions about the design of an MPT methodology. Suggestions included
comments on outputs, schedule, and the process of actually projecting per-
sonnel needs. Questions indirectly addressing user needs provided confirma-

¢ tion, context, or further elaboration of the direct user data. These questions
referred to the following contextual information:

(1) The user's understanding of the present technique used for
MPT projections.

(2) Users seen as responsible for MPT projections and the nature
of their "use" of the information (intermediate or end use).

(3) MPT regulations/documents that impact the user.

(4) Users' perceptions of the strengths or weaknesses of the
current MPT process.

(5) The primary charter and responsibilities of the user.

(6) The key drivers underlying the need for MPT projectionms,
according to each user interviewed.

The complete questionnaire is shown in Appendix A.

3. Interview Procedure

User requirements were determined primarily through interviews
with the representative users who were identified and recommended by the
sponsor. Initial contacts made by ARI provided JPL with direct access to
appropriate individuals with whom formal follow-up requests for assistance
were made and visits scheduled.

The study received a substantial level of user cooperation in conducting
the interviews; an example was that users frequently called upon people within
their organizations having specialized knowledge of that organization's
involvement in the MPT process. Each scheduled interview was treated as a
single-user interview even if more than one person was present for the
discussion. A single-interview form consolidated the responses of all pre